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#### Abstract

We study the phase synchronization problem with measurements $Y=z^{*} z^{* H}+\sigma W \in \mathbb{C}^{n \times n}$, where $z^{*}$ is an $n$-dimensional complex unit-modulus vector and $W$ is a complexvalued Gaussian random matrix. It is assumed that each entry $Y_{j k}$ is observed with probability $p$. We prove that the minimax lower bound of estimating $z^{*}$ under the squared $\ell_{2}$ loss is $(1-o(1)) \frac{\sigma^{2}}{2 p}$. We also show that both generalized power method and maximum likelihood estimator achieve the error bound $(1+o(1)) \frac{\sigma^{2}}{2 p}$. Thus, $\frac{\sigma^{2}}{2 p}$ is the exact asymptotic minimax error of the problem. Our upper bound analysis involves a precise characterization of the statistical property of the power iteration. The lower bound is derived through an application of van Trees' inequality.


Index Terms-Angular synchronization, minimax risk, power method, maximum likelihood estimator.

## I. Introduction

THE phase synchronization problem [1] is to estimate $n$ unknown angles $\theta_{1}^{*}, \cdots, \theta_{n}^{*}$ from noisy measurements of $\left(\theta_{j}^{*}-\theta_{k}^{*}\right) \bmod 2 \pi$. In this paper, we consider the following additive model [2]-[5]:

$$
\begin{equation*}
Y_{j k}=z_{j}^{*} \bar{z}_{k}^{*}+\sigma W_{j k} \in \mathbb{C} \tag{1}
\end{equation*}
$$

for all $1 \leq j<k \leq n$, where we use the notation $\bar{x}$ for the complex conjugate of $x$. We assume that each $z_{j}^{*} \in \mathbb{C}_{1}=$ $\{x \in \mathbb{C}:|x|=1\}$ and we can thus write it as $z_{j}^{*}=e^{i \theta_{j}^{*}}$. The additive noise $W_{j k}$ in (1) is assumed to be i.i.d. standard complex Gaussian. ${ }^{1}$ Without the constraint that $z^{*} \in \mathbb{C}_{1}^{n}$, (1) is recognized as a standard matrix spiked model. Our goal in this paper is to study minimax optimal estimation of the vector $z^{*} \in \mathbb{C}_{1}^{n}$ under the loss function

$$
\begin{equation*}
\ell\left(\widehat{z}, z^{*}\right)=\min _{a \in \mathbb{C}_{1}} \sum_{j=1}^{n}\left|\widehat{z}_{j} a-z_{j}^{*}\right|^{2} \tag{2}
\end{equation*}
$$
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${ }^{1}$ For $W_{j k} \sim \mathcal{C N}(0,1)$, we have $\operatorname{Re}\left(W_{j k}\right) \sim \mathcal{N}\left(0, \frac{1}{2}\right)$ and $\operatorname{Im}\left(W_{j k}\right) \sim$ $\mathcal{N}\left(0, \frac{1}{2}\right)$ independently.

We remark that the minimization over a global phase in the definition of (2) is necessary. This is because the global phase is not identifiable from the pairwise observations (1).
Various estimation procedures have been considered and studied in the literature. For example, the maximum likelihood estimator (MLE) is defined as a global maximizer of the following constrained optimization problem

$$
\begin{equation*}
\max _{z \in \mathbb{C}_{1}^{n}} z^{\mathrm{H}} Y z \tag{3}
\end{equation*}
$$

where $Y$ is Hermitian with $Y_{j k}=\bar{Y}_{k j}$ for all $1 \leq k<j \leq n$ and $Y_{j j}=0$ for all $j \in[n]$. Note that (3) can be shown to be equivalent to $\min _{z \in \mathbb{C}_{1}^{n}} \sum_{1 \leq j<k \leq n}\left|Y_{j k}-z_{j} \bar{z}_{k}\right|^{2}$. It was shown in [6] that the MLE satisfies $\ell\left(\widehat{z}, z^{*}\right) \leq C \sigma^{2}$ with high probability for some constant $C>0$. However, the optimization (3) is nonconvex and computationally infeasible in general. To address this problem, generalized power method (GPM) [7]-[9] and semi-definite programming (SDP) have been considered in the literature to approximate the solution of (3). The generalized power method is defined through the iteration, ${ }^{2}$

$$
\begin{equation*}
z_{j}^{(t)}=\frac{\sum_{k \in[n] \backslash\{j\}} Y_{j k} z_{k}^{(t-1)}}{\left|\sum_{k \in[n] \backslash\{j\}} Y_{j k} z_{k}^{(t-1)}\right|} \tag{4}
\end{equation*}
$$

In other words, one repeatedly computes the product $Y z^{(t-1)}$ and projects this vector to $\mathbb{C}_{1}^{n}$ through entrywise normalization. When the iteration (4) is initialized by the eigenvector method, ${ }^{3}$ [4] shows that $z^{(t)}$ converges to the global maximizer of (3) at a linear rate under the noise level condition $\sigma^{2}=O\left(\frac{n}{\log n}\right)$. For its statistical performance, [10] shows $\ell\left(z^{(t)}, z^{*}\right) \leq C \sigma^{2}$ with high probability for some constant $C>0$ eventually. The semidefinite programming is a convex relaxation of (3). It refers to the following optimization problem,

$$
\begin{equation*}
\max _{Z=Z^{\mathrm{H}} \in \mathbb{C}^{n \times n}} \operatorname{Tr}(Y Z) \quad \text { subject to } \operatorname{diag}(Z)=I_{n} \text { and } Z \succeq 0 . \tag{5}
\end{equation*}
$$

In general, the solution of (5) is an $n \times n$ matrix that does not directly leads to an estimator of $z^{*}$. When $\sigma^{2}=O\left(n^{1 / 2}\right)$, it was proved by [6] that the solution to (5) is a rank-one matrix $\widehat{Z}=\widehat{z} \widehat{z}^{\mathrm{H}}$, with $\widehat{z}$ being a global maximizer of (3). This result was recently proved by [4] to hold under a weaker

[^0]condition $\sigma^{2}=O\left(\frac{n}{\log n}\right)$. Given the fact that SDP solves (3), we know that it also achieves the same high-probability error bound $\ell\left(\widehat{z}, z^{*}\right) \leq C \sigma^{2}$ as that of the MLE under the additional condition $\sigma^{2}=O\left(\frac{n}{\log n}\right)$.

Despite these estimation procedures studied in the literature, it remains an open problem what the optimal error under the loss (2) is. In this paper, we establish a minimax lower bound for phase synchronization. We show that

$$
\begin{equation*}
\inf _{\widehat{z} \in \mathbb{C}_{1}^{n}} \sup _{z \in \mathbb{C}_{1}^{n}} \mathbb{E}_{z} \ell(\widehat{z}, z) \geq(1-\delta) \frac{\sigma^{2}}{2} \tag{6}
\end{equation*}
$$

for some $\delta=o(1)$ under the condition that $\sigma^{2}=o(n)$. Here, by $\inf _{\widehat{z} \in \mathbb{C}_{1}^{n}}$, we mean the infimum over all measurable functions (of the data) whose range is $\mathbb{C}_{1}^{n}$. The notation $\mathbb{E}_{z}$ is the expectation operator induced by the data generating process (1) indexed by $z$. This provides a stronger characterization of the fundamental limits of the phase synchronization problem than the Cramér-Rao lower bound developed in [11], [12], which is only established for unbiased estimators. Instead, the lower bound in (6) holds for both unbiased and biased estimators.

Moreover, in this paper, we prove both the MLE and the GPM achieve the error bound

$$
\begin{equation*}
\ell\left(\widehat{z}, z^{*}\right) \leq(1+\delta) \frac{\sigma^{2}}{2} \tag{7}
\end{equation*}
$$

for some $\delta=o(1)$ with high probability under the same condition $\sigma^{2}=o(n)$. In other words, these two estimators are not only rate-optimal, but are also exactly asymptotically minimax by achieving the correct leading constant in front of the optimal rate. In addition, since we know by the result of [4] that the solution of the SDP is a rank-one matrix $\widehat{z} \widehat{z}^{H}$ with $\widehat{z}$ being the MLE, the SDP also achieves the optimal error bound (7) as a direct consequence, but under a stronger condition $\sigma^{2}=O\left(\frac{n}{\log n}\right)$.

To formally state our main result, we introduce a more general statistical estimation setting that allows the possibility of missing entries [13], [14]. Instead of observing $Y_{j k}$ for all $1 \leq j<k \leq n$, we assume each $Y_{j k}$ is observed with probability $p$. In other words, consider a random graph $A_{j k} \sim \operatorname{Bernoulli}(p)$ independently for all $1 \leq j<k \leq n$, and we only observe $Y_{j k}$ that follows (1) when $A_{j k}=1$. Define $A_{j k}=A_{k j}$ for $1 \leq k<j \leq n$ and $A_{j j}=0$ for $j \in[n]$. The full observations can be organized into two Hermitian matrices $A$ and $A \circ Y$, where $\circ$ denotes the matrix Hadamard product. The MLE and the GPM can be extended by replacing $Y_{j k}$ in (3) and (4) with $A_{j k} Y_{j k}$.

Theorem 1: Assume $\frac{n p}{\sigma^{2}} \rightarrow \infty$ and $\frac{n p}{\log n} \rightarrow \infty$. Then, there exists some $\delta=o(1)$ such that

$$
\begin{equation*}
\inf _{\widehat{z} \in \mathbb{C}_{1}^{n}} \sup _{z \in \mathbb{C}_{1}^{n}} \mathbb{E}_{z} \ell(\widehat{z}, z) \geq(1-\delta) \frac{\sigma^{2}}{2 p} \tag{8}
\end{equation*}
$$

Moreover, both MLE and GPM achieve the error bound

$$
\begin{equation*}
\ell\left(\widehat{z}, z^{*}\right) \leq(1+\delta) \frac{\sigma^{2}}{2 p} \tag{9}
\end{equation*}
$$

with probability at least $1-n^{-8}-\exp \left(-\left(\frac{n p}{\sigma^{2}}\right)^{1 / 4}\right)$.

Theorem 1 immediately implies (6) and (7) as a special case of $p=1$. We remark that both conditions $\frac{n p}{\sigma^{2}} \rightarrow \infty$ and $\frac{n p}{\log n} \rightarrow \infty$ are essential for the results of the above theorem to hold. Since the minimax risk of the problem is $\frac{\sigma^{2}}{2 p}$, the condition $\frac{n p}{\sigma^{2}} \rightarrow \infty$, which is equivalent to $\frac{\sigma^{2}}{2 p}=o(n)$, guarantees that the minimax risk is of smaller order than the trivial one. The order $n$ is trivial, since $\ell\left(z, z^{*}\right) \leq 4 n$ for any $z, z^{*} \in \mathbb{C}_{1}^{n}$. When $p=1$, the necessity of $\sigma^{2}=o(n)$ for a consistent estimation is understood in the literature [4], [15]-[17]. In fact, the MLE and the GPM are no longer optimal when $\sigma^{2} \asymp n$, and optimal phase synchronization under this regime can be achieved by approximate message passing [9], [16], [18]. The condition $\frac{n p}{\log n} \rightarrow \infty$ guarantees that the random graph $A$ is connected with high probability. It is known that when $p \leq c \frac{\log n}{n}$ for some sufficiently small constant $c>0$, the random graph has several disjoint components, which makes the recovery of $z^{*}$ up to a global phase impossible.

Since $\ell(\widehat{z}, z) \leq 4 n$ and $\exp \left(-\left(\frac{n p}{\sigma^{2}}\right)^{1 / 4}\right)=o\left(\frac{\sigma^{2}}{n p}\right)$, the MLE and the GPM also satisfy the in-expectation bound

$$
\sup _{z \in \mathbb{C}_{1}^{n}} \mathbb{E}_{z} \ell(\widehat{z}, z) \leq(1+\delta) \frac{\sigma^{2}}{2 p}+4 n^{-7}
$$

for some $\delta=o(1)$. We remark that the high-probability exponent -8 of Theorem 1 can actually be replaced by $-C$ for an arbitrarily large constant $C>0$. This implies the $4 n^{-7}$ term in the above display can also be improved to $4 n^{-(C-1)}$ for any constant $C>0$. If we further assume that $\sigma^{2} / p \geq n^{-c}$ for some constant $c>0$, we will have

$$
(1-\delta) \frac{\sigma^{2}}{2 p} \leq \inf _{\widehat{z} \in \mathbb{C}_{1}^{n}} \sup _{z \in \mathbb{C}_{1}^{n}} \mathbb{E}_{z} \ell(\widehat{z}, z) \leq(1+\delta) \frac{\sigma^{2}}{2 p}
$$

for some $\delta=o(1)$. Thus, $\frac{\sigma^{2}}{2 p}$ is the exact asymptotic minimax risk for phase synchronization.

Our analysis of the upper bounds relies on a precise statistical characterization of the power iteration map $f: \mathbb{C}_{1}^{n} \rightarrow \mathbb{C}_{1}^{n}$. Let $f$ be the map that characterizes the iteration of the GPM. That is, $z^{(t)}=f\left(z^{(t-1)}\right)$. We show that as long as $z \in \mathbb{C}_{1}^{n}$ satisfies $\ell\left(z, z^{*}\right)=o(n)$, the vector $f(z)$ must satisfy

$$
\begin{equation*}
\ell\left(f(z), z^{*}\right) \leq \delta \ell\left(z, z^{*}\right)+(1+\delta) \frac{\sigma^{2}}{2 p} \tag{10}
\end{equation*}
$$

for some $\delta=o(1)$ with high probability. To be more precise, we prove that the inequality (10) holds uniformly overall $z \in \mathbb{C}_{1}^{n}$ such that $\ell\left(z, z^{*}\right) \leq \gamma n$ for some $\gamma=o(1)$ with high probability. The bound (10) immediately leads to the optimality of the GPM. This direct analysis of the power iteration is very different from what has been done in the literature. In the literature, the statistical error bound of the GPM is derived through its convergence to the MLE [4], [7], but that requires a stronger condition $\sigma^{2}=O\left(\frac{n}{\log n}\right)$ at least when $p=1$. In contrast, our analysis of GPM is not based on its relation to the MLE. On the opposite, we analyze the MLE based on its relation to the GPM. The optimality of the MLE can also be derived from (10). This is by showing that MLE is a fixed point of the map $f$. That is, $\widehat{z}=f(\widehat{z})$, and
therefore with $z=\widehat{z}$, we can rearrange (10) into the bound $\ell(\widehat{z}, z) \leq \frac{1+\delta}{1-\delta} \frac{\sigma^{2}}{2 p}$.

To derive the lower bound result, we show that it is sufficient to analyze the Bayes risk of a subproblem of estimating the relative angle $z_{j} \bar{z}_{k}$ for each $j \neq k$,

$$
\begin{equation*}
\inf _{\widehat{T}} \iint \pi\left(z_{j}\right) \pi\left(z_{k}\right) \mathbb{E}_{z}\left|\widehat{T}-z_{j} \bar{z}_{k}\right|^{2} \mathrm{~d} z_{j} \mathrm{~d} z_{k} \tag{11}
\end{equation*}
$$

where $\inf _{\widehat{T}}$ means the infimum over all measurable functions of the data, and $\pi(\cdot)$ is a density function on $\mathbb{C}_{1}$. In other words, the difficulty of estimating a vector in $\mathbb{C}_{1}^{n}$ is determined by the average difficulty of estimating $z_{j} \bar{z}_{k}$ given the knowledge of $\left(z_{l}\right)_{l \in[n] \backslash\{j, k\}}$ for all $j \neq k$. To lower bound (11), we apply a multivariate van Trees' inequality [19] that relates the Bayes risk (11) to the Fisher information of the phase synchronization model.
a) Paper Organization: The rest of the paper is organized as follows. In Section II, we establish a key lemma that implies the critical inequality (10). The implications of the key lemma on the statistical error bounds of GPM and MLE are discussed in Section III, which establishes (9) for Theorem 1. The minimax lower bound of phase synchronization is proved in Section IV, which establishes (8) for Theorem 1. Finally, Section V collects the remaining technical proofs of the paper.
b) Notation: For $d \in \mathbb{N}$, we write $[d]=\{1, \ldots, d\}$. Given $a, b \in \mathbb{R}$, we write $a \vee b=\max (a, b)$ and $a \wedge b=$ $\min (a, b)$. For a set $S$, we use $\mathbb{I}\{S\}$ and $|S|$ to denote its indicator function and cardinality respectively. For a complex number $x \in \mathbb{C}$, we use $\bar{x}$ for its complex conjugate and $|x|$ for its modulus. For a matrix $B=\left(B_{j k}\right) \in \mathbb{C}^{d_{1} \times d_{2}}$, we use $B^{\mathrm{H}} \in \mathbb{C}^{d_{2} \times d_{1}}$ for its conjugate transpose such that $B^{\mathrm{H}}=\left(\bar{B}_{k j}\right)$. The Frobenius norm and operator norm of $B$ are defined by $\|B\|_{\mathrm{F}}=\sqrt{\sum_{j=1}^{d_{1}} \sum_{k=1}^{d_{2}}\left|B_{j k}\right|^{2}}$ and $\|B\|_{\mathrm{op}}=$ $\sup _{u \in \mathbb{C}^{d_{1}}, v \in \mathbb{C}^{d_{2}}}:\|u\|=\|v\|=1 u^{\mathrm{H}} B v$. For $U, V \in \mathbb{C}^{d_{1} \times d_{2}}, U \circ V \in$ $\mathbb{R}^{d_{1} \times d_{2}}$ is the Hadamard product $U \circ V=\left(U_{j k} V_{j k}\right)$. The notation $\mathbb{P}$ and $\mathbb{E}$ are generic probability and expectation operators whose distribution is determined from the context. For two positive sequences $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}, a_{n} \lesssim b_{n}$ or $a_{n}=O\left(b_{n}\right)$ means $a_{n} \leq C b_{n}$ for some constant $C>0$ independent of $n$. We also write $a_{n}=o\left(b_{n}\right)$ or $\frac{b_{n}}{a_{n}} \rightarrow \infty$ when $\lim \sup _{n} \frac{a_{n}}{b_{n}}=0$.

## II. A Key Lemma

Recall that we observe a random graph $A_{j k} \sim \operatorname{Bernoulli}(p)$ independently for all $1 \leq j<k \leq n$. Whenever $A_{j k}=1$, we also observe $Y_{j k}=z_{j}^{*} \bar{z}_{k}^{*}+\sigma W_{j k}$ with $W_{j k} \sim \mathcal{C N}(0,1)$. In summary, the observations contain an adjacency matrix $A$ and a masked version of pairwise interactions $A \circ Y$, which are both Hermitian as we define $Y_{j k}=\bar{Y}_{k j}$ and $A_{j k}=A_{k j}$ for all $1 \leq k<j \leq n$ and $Y_{j j}=A_{j j}=0$ for all $j \in[n]$.

In this section, we establish a lemma that shows the contraction of the loss function through the generalized power method. Note that $\mathbb{E}(A \circ Y)=p z^{*} z^{* \mathrm{H}}-p I_{n}$ with its leading eigenvector proportional to $z^{*}$. We can thus estimate $z^{*} / \sqrt{n}$ by computing the leading eigenvector of $A \circ Y$. Algorithmically, this leads to the power iteration that repeatedly computes $(A \circ Y) z$ and then applies $\ell_{2}$ normalization. In the setting of
phase synchronization, since we know $z^{*} \in \mathbb{C}_{1}^{n}$, the generalized power method then replaces the $\ell_{2}$ normalization by a normalization applied to each coordinate. This GPM algorithm can be explicitly written as

$$
z_{j}^{(t)}=\left\{\begin{array}{l}
\frac{\sum_{k \in[n] \backslash\{j\}} A_{j k} Y_{j k} z_{k}^{(t-1)}}{\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} Y_{j k} z_{k}^{(t-1)}\right|},  \tag{12}\\
\quad \text { if } \sum_{k \in[n] \backslash\{j\}} A_{j k} Y_{j k} z_{k}^{(t-1)} \neq 0, \\
z_{j}^{(t-1)}, \quad \text { if } \sum_{k \in[n] \backslash\{j\}} A_{j k} Y_{j k} z_{k}^{(t-1)}=0 .
\end{array}\right.
$$

Let us shorthand the above formula as

$$
\begin{equation*}
z^{(t)}=f\left(z^{(t-1)}\right) \tag{13}
\end{equation*}
$$

by introducing a map $f: \mathbb{C}_{1}^{n} \rightarrow \mathbb{C}_{1}^{n}$ such that the $j$ th entry of $f\left(z^{(t-1)}\right)$ is given by (12). The following lemma characterizes the evolution of the loss function (2) through the map $f$.

Lemma 1: There exist constants $c_{1}, c_{2}, C_{1}, C_{2}>0$, such that if $\frac{n p}{\sigma^{2}} \geq c_{1}$ and $\frac{n p}{\log n} \geq c_{2}$, then, for any $\gamma \in[0,1 / 16)$, we will have
$\mathbb{P}\left(\ell\left(f(z), z^{*}\right) \leq \delta_{1} \ell\left(z, z^{*}\right)+\left(1+\delta_{2}\right) \frac{\sigma^{2}}{2 p}\right.$ for all $z \in \mathbb{C}_{1}^{n}$
such that $\left.\ell\left(z, z^{*}\right) \leq \gamma n\right) \geq 1-n^{-9}-\exp \left(-\left(\frac{n p}{\sigma^{2}}\right)^{1 / 4}\right)$,
where $\delta_{1}=C_{1} \sqrt{\frac{\log n+\sigma^{2}}{n p}}$ and $\delta_{2}=C_{2}\left(\gamma^{2}+\frac{\log n+\sigma^{2}}{n p}\right)^{1 / 4}$.
Remark 1: The result of Lemma 1 is established for the map $f$ defined through (12), where we set $z_{j}^{(t)}=z_{j}^{(t-1)}$ if the denominator is 0 . We remark that $z_{j}^{(t)}=z_{j}^{(t-1)}$ is not important and it can be replaced by any number in $\mathbb{C}_{1}$ without changing the result of Lemma 1.

The lemma shows that for any $z \in \mathbb{C}_{1}^{n}$ that has a nontrivial error, the vector $f(z)$ will have an error that is smaller by a multiplicative factor $\delta_{1}$ up to an additive term $\left(1+\delta_{2}\right) \frac{\sigma^{2}}{2 p}$. Plugging $z=z^{*}$ into the inequality reveals that

$$
\ell\left(f\left(z^{*}\right), z^{*}\right) \leq\left(1+\delta_{2}\right) \frac{\sigma^{2}}{2 p}
$$

Thus, the additive term $\left(1+\delta_{2}\right) \frac{\sigma^{2}}{2 p}$ can be understood as the oracle error given the knowledge of $z^{*}$. Indeed, we show in Theorem 5 that $\frac{\sigma^{2}}{2 p}$ is the minimax lower bound for phase synchronization under the loss function (2).

The two conditions $\frac{n p}{\sigma^{2}} \geq c_{1}$ and $\frac{n p}{\log n} \geq c_{2}$ are essentially necessary for the result to hold. While $\frac{n p}{\sigma^{2}} \geq c_{1}$ makes sure that the error $\frac{\sigma^{2}}{2 p}$ is sufficiently small compared with the trivial $n$, the condition $\frac{n p}{\log n} \geq c_{2}$ guarantees that the random graph is connected. We can also slightly strengthen the conditions to $\frac{n p}{\sigma^{2}} \rightarrow \infty$ and $\frac{n p}{\log n} \rightarrow \infty$ so that both $\delta_{1}$ and $\delta_{2}$ are vanishing.

Lemma 1 implies that as long as $\ell\left(z^{(t-1)}, z^{*}\right) \leq \gamma n$ for some $\gamma<1 / 16$, the next step of power iteration (12) satisfies

$$
\begin{equation*}
\ell\left(z^{(t)}, z^{*}\right) \leq \delta_{1} \ell\left(z^{(t-1)}, z^{*}\right)+\left(1+\delta_{2}\right) \frac{\sigma^{2}}{2 p} \tag{14}
\end{equation*}
$$

The condition $\ell\left(z^{(t-1)}, z^{*}\right) \leq \gamma n$ then implies $\ell\left(z^{(t)}, z^{*}\right) \leq$ $\delta_{1} \gamma n+\left(1+\delta_{2}\right) \frac{\sigma^{2}}{2 p}$. Given that $\frac{n p}{\sigma^{2}}$ is sufficiently large (for a sufficiently large $c_{1}$ ), we can always choose $\gamma$ not too small so that $\delta_{1} \gamma n+\left(1+\delta_{2}\right) \frac{\sigma^{2}}{2 p} \leq \gamma n$. Therefore, $\ell\left(z^{(t)}, z^{*}\right) \leq \gamma n$.

Thus, a simple induction argument implies that (14) holds for all $t \geq 1$ as long as $\ell\left(z^{(0)}, z^{*}\right) \leq \gamma n$. The one-step iteration bound (14) immediately implies the linear convergence

$$
\begin{equation*}
\ell\left(z^{(t)}, z^{*}\right) \leq \delta_{1}^{t} \ell\left(z^{(0)}, z^{*}\right)+\frac{1+\delta_{2}}{1-\delta_{1}} \frac{\sigma^{2}}{2 p} \tag{15}
\end{equation*}
$$

for all $t \geq 1$.

## III. Optimality of Generalized <br> Power Method and MLE

In this section, we show that both the GPM and the MLE achieve the optimal error $\frac{\sigma^{2}}{2 p}$ by using the conclusion of Lemma 1. Theorem 2 and Theorem 3 together establish the upper bounds (9) for Theorem 1.

## A. Generalized Power Method

The result of Lemma 1 implies that (15) holds for all $t \geq 1$, as long as $\ell\left(z^{(0)}, z^{*}\right) \leq \gamma n$ for some $\gamma<1 / 16$. Since $z^{*} / \sqrt{n}$ is the leading eigenvector of $\mathbb{E}(A \circ Y)$, we can compute the leading eigenvector of $A \circ Y$ as the initialization of the power method. Let $\widehat{u} \in \mathbb{C}^{n}$ be the leading eigenvector of $A \circ Y$, and we define $z^{(0)}$ according to

$$
z_{j}^{(0)}= \begin{cases}\frac{\widehat{u}_{j}}{\widehat{u}_{j} \mid}, & \widehat{u}_{j} \neq 0  \tag{16}\\ 1, & \widehat{u}_{j}=0\end{cases}
$$

It is easy to check that $z^{(0)} \in \mathbb{C}_{1}^{n}$, and thus can be applied by the power iteration (12). This leads to the GPM for phase synchronization, which is formally presented as Algorithm 1.

```
Algorithm 1 Generalized Power Method for Phase
Synchronization
    Input: The data \(A \circ Y\) and the number of iterations \(t_{\max }\).
    Output: The estimator \(\widehat{z}=z^{t_{\text {max }}}\).
    1 Obtain \(z^{(0)}\) from the leading eigenvector of \(A \circ Y\)
    by (16);
    2 for \(t=1, \cdots, t_{\text {max }}\) do
                        \(z^{(t)}=f\left(z^{(t-1)}\right)\),
        where \(f(\cdot)\) is defined in (12).
    end
```

The error bound of $z^{(0)}$ is given by the following lemma.
Lemma 2: There exist constants $c, C>0$ such that if $\frac{n p}{\log n}>c$, then we will have

$$
\ell\left(z^{(0)}, z^{*}\right) \leq C \frac{\sigma^{2}+1}{p}
$$

with probability at least $1-n^{-9}$.
Under the condition that $\frac{n p}{\sigma^{2}}$ and $\frac{n p}{\log n}$ are sufficiently large, the error rate of Lemma 2 satisfies $\ell\left(z^{(0)}, z^{*}\right) \leq \gamma n$ holds for some $\gamma<1 / 16$. By Lemma 1 and its implication (15), we directly obtain the following result.

Theorem 2: There exist constants $c_{1}, c_{2}, C>0$ such that if $\frac{n p}{\sigma^{2}} \geq c_{1}$ and $\frac{n p}{\log n} \geq c_{2}$, then the GPM (i.e, Algorithm 1) will satisfy

$$
\ell\left(z^{(t)}, z^{*}\right) \leq\left(1+C\left(\frac{\log n+\sigma^{2}}{n p}\right)^{1 / 4}\right) \frac{\sigma^{2}}{2 p}
$$

for all $t \geq \log \left(\frac{1}{\sigma^{2}}\right)$ with probability at least $1-2 n^{-9}-$ $\exp \left(-\left(\frac{n p}{\sigma^{2}}\right)^{1 / 4}\right)$.

We remark that the number of iterations $\log \left(\frac{1}{\sigma^{2}}\right)$ required by the theorem can be improved in some special cases. For example, when $p=1$, the error bound of Lemma 2 can be improved to $\ell\left(z^{(0)}, z^{*}\right) \leq C \sigma^{2}$ by a matrix perturbation analysis [7]. Then, (14) implies that $\ell\left(z^{(1)}, z^{*}\right) \leq$ $\left(1+C\left(\frac{\log n+\sigma^{2}}{n p}\right)^{1 / 4}\right) \frac{\sigma^{2}}{2}$. In other words, when the graph is fully connected, a one-step refinement of power iteration is sufficient to achieve the optimal error.

## B. Maximum Likelihood Estimator

Next, we discuss how the result of Lemma 1 also implies the optimality of the MLE. According to the data generating process, the MLE is given by

$$
\begin{equation*}
\widehat{z}=\underset{z \in \mathbb{C}_{1}^{n}}{\operatorname{argmin}} \sum_{1 \leq j<k \leq n} A_{j k}\left|Y_{j k}-z_{j} \bar{z}_{k}\right|^{2}, \tag{17}
\end{equation*}
$$

which is equivalent to $\operatorname{argmax}_{z \in \mathbb{C}_{1}^{n}} z^{\mathrm{H}}(A \circ Y) z$. By the definition of $\widehat{z}$, its $j$ th entry must satisfy

$$
\begin{aligned}
\widehat{z}_{j} & =\underset{z_{j} \in \mathbb{C}_{1}}{\operatorname{argmin}} \sum_{k \in[n] \backslash\{j\}} A_{j k}\left|Y_{j k}-z_{j} \overline{\widehat{z}}_{k}\right|^{2} \\
& =\frac{\sum_{k \in[n] \backslash\{j\}} A_{j k} Y_{j k} \widehat{z}_{k}}{\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} Y_{j k} \widehat{z}_{k}\right|} .
\end{aligned}
$$

as long as $\sum_{k \in[n] \backslash\{j\}} A_{j k} Y_{j k} \widehat{z}_{k} \neq 0$. In other words, we have

$$
\widehat{z}=f(\widehat{z})
$$

and the MLE is a fixed point of the power iteration. As long as we can establish a crude bound $\ell\left(\widehat{z}, z^{*}\right) \leq \gamma n$ for some $\gamma<1 / 16$, Lemma 1 automatically leads to the optimal error of the MLE.
Lemma 3: There exist constants $c, C>0$ such that if $\frac{n p}{\log n}>c$, then the MLE will have error bound

$$
\ell\left(\widehat{z}, z^{*}\right) \leq C \frac{\sigma^{2}+1}{p}
$$

with probability at least $1-n^{-9}$.
Again, under the condition that $\frac{n p}{\sigma^{2}}$ and $\frac{n p}{\log n}$ are sufficiently large, we have $\ell\left(\widehat{z}, z^{*}\right) \leq \gamma n$ for some $\gamma<1 / 16$. Lemma 1 implies that

$$
\ell\left(\widehat{z}, z^{*}\right) \leq \delta_{1} \ell\left(\widehat{z}, z^{*}\right)+\left(1+\delta_{2}\right) \frac{\sigma^{2}}{2 p}
$$

After rearrangement, we obtain the bound $\ell\left(\widehat{z}, z^{*}\right) \leq$ $\frac{1+\delta_{2}}{1-\delta_{1}} \frac{\sigma^{2}}{p}$. The result is summarized into the following theorem.
Theorem 3: There exist constants $c_{1}, c_{2}, C>0$ such that if $\frac{n p}{\sigma^{2}} \geq c_{1}$ and $\frac{n p}{\log n} \geq c_{2}$, then the MLE (17) will satisfy

$$
\ell\left(\widehat{z}, z^{*}\right) \leq\left(1+C\left(\frac{\log n+\sigma^{2}}{n p}\right)^{1 / 4}\right) \frac{\sigma^{2}}{2 p}
$$

with probability at least $1-2 n^{-9}-\exp \left(-\left(\frac{n p}{\sigma^{2}}\right)^{1 / 4}\right)$.
To close this section, we briefly discuss the implication of Lemma 1 on semi-definite programming (SDP) when the
graph is fully connected. In other words, we only consider $p=1$. This is by leveraging a recent result on the connection between SDP and MLE by [4]. Recall the definition of SDP in (5). The following result is a special case of Theorem 5 of [4].

Theorem 4 ([4]): Assume $\sigma^{2} \leq c \frac{n}{\log n}$ for some sufficiently large constant $c>0$. Then, with probability at least $1-n^{-1}$, the SDP (5) admits a unique solution $\widehat{z} \widehat{z}^{\mathrm{H}}$, where $\widehat{z}$ is a global optimum of (17) with all $A_{j k}=1$.

This equivalence of SDP and MLE immediately implies the following result.

Corollary 1: There exist constants $c, C>0$, such that if $\sigma^{2} \leq c \frac{n}{\log n}$ and $p=1$, then the unique solution of the SDP can be written as $\widehat{z} \widehat{z}^{\mathrm{H}}$, where $\widehat{z}$ satisfies

$$
\ell\left(\widehat{z}, z^{*}\right) \leq\left(1+C\left(\frac{\log n+\sigma^{2}}{n p}\right)^{1 / 4}\right) \frac{\sigma^{2}}{2}
$$

with probability at least $1-2 n^{-1}-\exp \left(-\left(\frac{n}{\sigma^{2}}\right)^{1 / 4}\right)$.
Corollary 1 requires a stronger condition $\sigma^{2} \leq c \frac{n}{\log n}$ than what is needed by Theorem 2 and Theorem 3 when $p=1$. This condition is needed for the equivalence between SDP and MLE, which is established via an $\ell_{\infty}$ norm argument in [4] and is thus very unlikely to be weakened. Whether the equivalence between SDP and MLE continues to hold when $p<1$ is a less clear issue in the literature. In general, the solution to the SDP (5) is not necessarily a rank-one matrix. Obtaining an estimator in $\mathbb{C}_{1}^{n}$ requires a post-processing step such as the rounding method suggested by [16], the consequence of which is unclear to us.

## IV. Minimax Lower Bound

We study the minimax lower bound of phase synchronization in this section. The minimax risk is given by

$$
\begin{align*}
& \inf _{\widehat{z} \in \mathbb{C}_{1}^{n}} \sup _{z \in \mathbb{C}_{1}^{n}} \mathbb{E}_{z} \ell(\widehat{z}, z) \\
& =\inf _{\widehat{z} \in \mathbb{C}_{1}^{n}} \sup _{z \in \mathbb{C}_{1}^{n}} \mathbb{E}_{z}\left[\min _{a \in \mathbb{C}_{1}} \sum_{j=1}^{n}\left|\widehat{z}_{j} a-z_{j}\right|^{2}\right], \tag{18}
\end{align*}
$$

where $\mathbb{E}_{z}$ is the expectation of $(A \circ Y, A)$ under the model $A_{j k} Y_{j k}=A_{j k} z_{j} \bar{z}_{k}+\sigma A_{j k} W_{j k}$ and $A_{j k} \sim \operatorname{Bernoulli}(p)$. The main difficulty of analyzing (18) is that the loss function $\ell(\widehat{z}, z)$ is not separable in $j \in[n]$ because of the identity $\ell(\widehat{z}, z)=2\left(n-\left|z^{\mathrm{H}} z^{*}\right|\right)$. This difficulty can be tackled with the following inequality

$$
\begin{equation*}
\ell\left(z, z^{*}\right) \geq \frac{1}{2 n}\left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z z^{\mathrm{H}}\right\|_{\mathrm{F}}^{2} \tag{19}
\end{equation*}
$$

which is proved in Lemma 9. Since the right hand side of (19) can be written as $\sum_{1 \leq j \neq k \leq n}\left|\widehat{z}_{j} \overline{\bar{z}}_{k}-z_{j} \bar{z}_{k}\right|^{2}$, we can lower bound (18) by

$$
\begin{aligned}
& \inf _{\widehat{z} \in \mathbb{C}_{1}^{n}} \sup _{z \in \mathbb{C}_{1}^{n}} \mathbb{E}_{z} \ell(\widehat{z}, z) \\
\geq & \frac{1}{2 n} \inf _{\widehat{z} \in \mathbb{C}_{1}^{n}} \sup _{z \in \mathbb{C}_{1}^{n}} \mathbb{E}_{z}\left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z z^{\mathrm{H}}\right\|_{\mathrm{F}}^{2} \\
\geq & \frac{1}{2 n} \inf _{\widehat{z}} \sum_{1 \leq j \neq k \leq n}\left(\int \prod_{l=1}^{n} \pi\left(z_{l}\right)\right) \mathbb{E}_{z}\left|\widehat{z}_{j} \overline{\bar{z}}_{k}-z_{j} \bar{z}_{k}\right|^{2} \mathrm{~d} z
\end{aligned}
$$

$$
\begin{align*}
\geq & \frac{1}{2 n} \sum_{1 \leq j \neq k \leq n} \mathbb{E}_{z_{-(j, k)} \sim \pi} \inf _{\widehat{T}}  \tag{20}\\
& \iint \pi\left(z_{j}\right) \pi\left(z_{k}\right) \mathbb{E}_{z}\left|\widehat{T}-z_{j} \bar{z}_{k}\right|^{2} \mathrm{~d} z_{j} \mathrm{~d} z_{k}
\end{align*}
$$

where $\pi$ is some density function supported on $\mathbb{C}_{1}$ to be specified later, and the notation $\mathbb{E}_{z_{-(j, k)}}$ means expectation over $z$ except for its $j$ th and $k$ th entries with respect to the distribution $\pi$. In the above display, the second inequality is due to the fact that we can lower bound the supremum over $z$ by an average over $z$, i.e., $\sup _{z \in \mathbb{C}_{1}^{n}} \mathbb{E}_{z}\left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z z^{\mathrm{H}}\right\|_{\mathrm{F}}^{2} \geq$ $\int\left(\prod_{l=1}^{n} \pi\left(z_{l}\right)\right) \mathbb{E}_{z}\left\|\widehat{z} \widetilde{z}^{\mathrm{H}}-z z^{\mathrm{H}}\right\|_{\mathrm{F}}^{2} \mathrm{~d} z$. From (20), it is sufficient to lower bound

$$
\inf _{\widehat{T}} \iint \pi\left(z_{j}\right) \pi\left(z_{k}\right) \mathbb{E}_{z}\left|\widehat{T}-z_{j} \bar{z}_{k}\right|^{2} \mathrm{~d} z_{j} \mathrm{~d} z_{k}
$$

for all $j \neq k$. This corresponds to the problem of estimating $z_{j} \bar{z}_{k}$ with other entries of $z$ assumed to be known.

By symmetry, we consider the problem with $j=1$ and $k=2$. Given the knowledge of $z_{3}, \cdots, z_{n}$, we can decompose the likelihood function as

$$
\begin{aligned}
& p(A \circ Y, A) \\
& =p(A) p\left(A_{12} Y_{12} \mid A\right)\left(\prod_{j=3}^{n} p\left(A_{1 j} Y_{1 j} \mid A\right) p\left(A_{2 j} Y_{2 j} \mid A\right)\right) \\
& \quad \times \prod_{3 \leq j<k \leq n} p\left(A_{j k} Y_{j k} \mid A\right) .
\end{aligned}
$$

Since $p(A) \prod_{3 \leq j<k \leq n} p\left(A_{j k} Y_{j k} \mid A\right)$ is independent of $z_{1} \bar{z}_{2}$, the sufficient statistics for estimating $z_{1} \bar{z}_{2}$ is $A_{12} Y_{12}, A_{13} Y_{13}, \cdots, A_{1 n} Y_{1 n}$ and $A_{23} Y_{23}, \cdots, A_{2 n} Y_{2 n}$. Now we restrict $z_{j} \sim \pi$ by requiring $z_{j}=a+\sqrt{1-a^{2}} i$ with $a \sim f$ for some density $f$ supported on the unit interval $[0,1]$. Then, we can represent $z_{1}$ and $z_{2}$ by

$$
z_{1}=a+\sqrt{1-a^{2}} i \quad \text { and } \quad z_{2}=c+\sqrt{1-c^{2}} i
$$

Define

$$
\begin{aligned}
T(a, c) & =a c+\sqrt{1-a^{2}} \sqrt{1-c^{2}} \\
S(a, c) & =\sqrt{1-a^{2}} c-a \sqrt{1-c^{2}}
\end{aligned}
$$

With this notation, we have

$$
z_{1} \bar{z}_{2}=T(a, c)+S(a, c) i
$$

The likelihood $p\left(A_{12} Y_{12} \mid A\right)$ corresponds to the distribution

$$
\begin{equation*}
\mathcal{N}\left(A_{12}\binom{T(a, c)}{S(a, c)}, \frac{1}{2} A_{12} \sigma^{2} I_{2}\right) . \tag{21}
\end{equation*}
$$

For $j=3, \cdots, n$, we have $Y_{1 j}=z_{1} \bar{z}_{j}+\sigma W_{1 j}$. Since $z_{j}$ is known for $j=3, \cdots, n$, observing $Y_{1 j}$ is equivalent to observing $Y_{1 j} z_{j}=z_{1}+\sigma W_{1 j} z_{j}$, and we still have $W_{1 j} z_{j} \sim$ $\mathcal{C N}(0,1)$ by the property of complex Gaussian distribution. This argument implies that the likelihood $\prod_{j=3}^{n} p\left(A_{1 j} Y_{1 j} \mid A\right)$ is proportional to the density function of

$$
\begin{equation*}
\mathcal{N}\left(\sum_{j=3}^{n} A_{1 j}\left(\frac{a}{\sqrt{1-a^{2}}}\right), \frac{\sigma^{2} \sum_{j=3}^{n} A_{1 j}}{2} I_{2}\right) \tag{22}
\end{equation*}
$$

Similarly, $\prod_{j=3}^{n} p\left(A_{2 j} Y_{2 j} \mid A\right)$ is proportional to the density function of

$$
\begin{equation*}
\mathcal{N}\left(\sum_{j=3}^{n} A_{2 j}\left(\frac{c}{\sqrt{1-c^{2}}}\right), \frac{\sigma^{2} \sum_{j=3}^{n} A_{2 j}}{2} I_{2}\right) \tag{23}
\end{equation*}
$$

Therefore, we have the identity

$$
\begin{align*}
& \inf _{\widehat{T}} \iint \pi\left(z_{1}\right) \pi\left(z_{2}\right) \mathbb{E}_{z}\left|\widehat{T}-z_{1} \bar{z}_{2}\right|^{2} \mathrm{~d} z_{1} \mathrm{~d} z_{2} \\
= & \inf _{\widehat{T}, \widehat{S}} \iint f(a) f(c) \mathbb{E}_{(a, c)}  \tag{24}\\
& {\left[(\widehat{T}-T(a, c))^{2}+(\widehat{S}-S(a, c))^{2}\right] \mathrm{d} a \mathrm{~d} c, }
\end{align*}
$$

where the expectation $\mathbb{E}_{(a, c)}$ is under the product of the conditional distributions (21), (22) and (23) with marginal given by $A_{j k} \sim \operatorname{Bernoulli}(p)$. The quantity (24) can be lower bounded by van Trees’ inequality [19], and the result is given by the following lemma.

Lemma 4: There exist constants $c, C>0$ such that as long as $\frac{n p}{\sigma^{2}} \geq c$, there exists some nice density function $f$ supported on the unit interval such that

$$
\begin{aligned}
& \inf _{\widehat{T}, \widehat{S}} \iint f(a) f(c) \mathbb{E}_{(a, c)}\left[(\widehat{T}-T(a, c))^{2}+(\widehat{S}-S(a, c))^{2}\right] \\
& \quad \mathrm{d} a \mathrm{~d} c \geq\left(1-C\left(\frac{\sigma^{2}}{n p}+\frac{1}{n}\right)\right) \frac{\sigma^{2}}{n p}
\end{aligned}
$$

Plugging the result of Lemma 4 into (20), we have immediately the following theorem, which establishes the lower bound (8) for Theorem 1.

Theorem 5: There exist constants $c, C>0$ such that as long as $\frac{n p}{\sigma^{2}} \geq c$, then we will have

$$
\inf _{\widehat{z} \in \mathbb{C}_{1}^{n}} \sup _{z \in \mathbb{C}_{1}^{n}} \mathbb{E}_{z} \ell(\widehat{z}, z) \geq\left(1-C\left(\frac{\sigma^{2}}{n p}+\frac{1}{n}\right)\right) \frac{\sigma^{2}}{2 p}
$$

## V. Proofs

This section presents the proofs of all technical results in the paper. We first list some auxiliary lemmas in Section V-A. The key lemma that leads to various upper bound results (Lemma 1) is proved in Section V-B. Then, we prove Lemma 4 in Section V-C. Finally, the proofs of Lemma 2 and Lemma 3 are given in Section V-D.

## A. Some Auxiliary Lemmas

Lemma 5: There exist constants $c, C>0$ such that if $\frac{n p}{\log n}>c$, then we will have

$$
\max _{j \in[n]}\left(\sum_{k \in[n] \backslash\{j\}}\left(A_{j k}-p\right)\right)^{2} \leq C n p \log n
$$

and

$$
\|A-\mathbb{E} A\|_{\mathrm{op}} \leq C \sqrt{n p}
$$

with probability at least $1-n^{-10}$.
Proof: The first result is a direct application of union bound and Bernstein's inequality. The second result is Theorem 5.2 of [20].

Lemma 6: There exist constants $c, C>0$ such that if $\frac{n p}{\log n}>c$, then we will have

$$
\|A \circ W\|_{\mathrm{op}} \leq C \sqrt{n p}
$$

with probability at least $1-n^{-10}$.
Proof: We use $\mathbb{P}_{A}$ for the conditional probability $\mathbb{P}(\cdot \mid A)$. Define the event

$$
\mathcal{A}=\left\{\max _{j \in[n]} \sum_{k \in[n] \backslash\{j\}} A_{j k} \leq 2 n p\right\} .
$$

Under the assumption $\frac{n p}{\log n}>c$, we have $\mathbb{P}\left(\mathcal{A}^{c}\right) \leq$ $n^{-11}$ by Bernstein's inequality and a union bound argument. By Corollary 3.11 of [21], we have

$$
\sup _{A \in \mathcal{A}} \mathbb{P}_{A}\left(\|A \circ \operatorname{Re}(W)\|_{\mathrm{op}}>C_{1} \sqrt{n p}+t\right) \leq e^{-t^{2} / 2}
$$

for some constant $C_{1}>0$. This implies that $\sup _{A \in \mathcal{A}} \mathbb{P}_{A}\left(\|A \circ \operatorname{Re}(W)\|_{\text {op }}>C_{2} \sqrt{n p}\right) \leq n^{-11}$ for some constant $C_{2}>0$. Thus, we have

$$
\begin{aligned}
& \mathbb{P}\left(\|A \circ \operatorname{Re}(W)\|_{\mathrm{op}}>C_{2} \sqrt{n p}\right) \leq \mathbb{P}\left(\mathcal{A}^{c}\right) \\
& \quad+\sup _{A \in \mathcal{A}} \mathbb{P}_{A}\left(\|A \circ \operatorname{Re}(W)\|_{\mathrm{op}}>C_{2} \sqrt{n p}\right) \leq 2 n^{-11}
\end{aligned}
$$

The same high probability bound also holds for $\| A \circ$ $\operatorname{Im}(W) \|_{\text {op }}$. Finally, the desired conclusion is implied by $\|A \circ W\|_{\mathrm{op}} \lesssim\|A \circ \operatorname{Im}(W)\|_{\mathrm{op}}+\|A \circ \operatorname{Re}(W)\|_{\mathrm{op}}$.
Lemma 7: Consider independent random variables $X_{j k} \sim$ $\mathcal{N}(0,1)$ for $1 \leq j<k \leq n$. Assume $X_{k j}=X_{j k}$ for $1 \leq j<$ $k \leq n$. There exist constants $c, C>0$ such that if $\frac{n p}{\log n}>c$, then we will have

$$
\sum_{j=1}^{n}\left(\sum_{k \in[n] \backslash\{j\}} A_{j k} X_{j k}\right)^{2} \leq n(n-1) p+C \sqrt{n^{3} p^{2} \log n}
$$

with probability at least $1-n^{-10}$. The same result holds if $X_{k j}=-X_{j k}$ is assumed instead for $1 \leq j<k \leq n$.

Proof: We use $\mathbb{P}_{A}$ for the conditional probability $\mathbb{P}(\cdot \mid A)$. We only prove the case where $X_{k j}=X_{j k}$ for $1 \leq j<k \leq n$, as the same proof holds for the other case $X_{k j}=-X_{j k}$ for $1 \leq j<k \leq n$.

Define the event

$$
\begin{aligned}
\mathcal{A} & =\left\{\max _{j \in[n]} \sum_{k \in[n] \backslash\{j\}} A_{j k} \leq 2 n p,\right. \\
& \left.\sum_{j=1}^{n} \sum_{k \in[n] \backslash\{j\}} A_{j k} \leq n(n-1) p+5 \sqrt{n^{2} p \log n}\right\} .
\end{aligned}
$$

Under the assumption $\frac{n p}{\log n}>c$, we have $\mathbb{P}\left(\mathcal{A}^{c}\right) \leq n^{-11}$ by Bernstein's inequality and a union bound argument. Define

$$
g(X)=\sqrt{\sum_{j=1}^{n}\left(\sum_{k \in[n] \backslash\{j\}} A_{j k} X_{j k}\right)^{2}}
$$

Then, for any $A \in \mathcal{A}$, for any two symmetric matrices $X^{\prime}, X^{\prime \prime} \in \mathbb{R}^{n \times n}$, we have

$$
\begin{aligned}
&\left|g\left(X^{\prime \prime}\right)-g\left(X^{\prime}\right)\right| \\
& \leq \sqrt{\sum_{j=1}^{n}\left(\sum_{k \in[n] \backslash\{j\}} A_{j k}\left(X_{j k}^{\prime \prime}-X_{j k}^{\prime}\right)\right)^{2}} \\
& \leq \sqrt{\sum_{j=1}^{n}\left(\sum_{k \in[n] \backslash\{j\}} A_{j k} \sum_{k \in[n] \backslash\{j\}}\left(X_{j k}^{\prime \prime}-X_{j k}^{\prime}\right)^{2}\right)} \\
& \leq \sqrt{2 n p} \sqrt{\sum_{j=1}^{n} \sum_{k \in[n] \backslash\{j\}}\left(X_{j k}^{\prime \prime}-X_{j k}^{\prime}\right)^{2}} \\
&= 2 \sqrt{n p} \sqrt{\sum_{j=1}^{n} \sum_{k>j}\left(X_{j k}^{\prime \prime}-X_{j k}^{\prime}\right)^{2}}
\end{aligned}
$$

where the first inequality is by the triangle inequality and the second inequality is by the Cauchy-Schwarz inequality. As a consequence, $g(X)$, as a function of the upper triangular matrix of $X$, has a Lipschitz constant bounded by $2 \sqrt{n p}$. By a standard Gaussian concentration inequality for Lipschitz functions [22], we have

$$
\begin{aligned}
& \mathbb{P}(|g(X)-\mathbb{E}(g(X) \mid A)|>t \sqrt{n p}) \\
\leq & \mathbb{P}\left(\mathcal{A}^{c}\right)+\sup _{A \in \mathcal{A}} \mathbb{P}_{A}(|g(X)-\mathbb{E}(g(X) \mid A)|>t \sqrt{n p}) \\
\leq & n^{-11}+2 \exp \left(-C_{1} t^{2}\right),
\end{aligned}
$$

for some constant $C_{1}>0$. Therefore, by choosing $t=$ $C_{2} \sqrt{\log n}$ for some constant $C_{2}>0$, we have

$$
g(X) \leq \mathbb{E}(g(X) \mid A)+C_{2} \sqrt{n p \log n}
$$

with probability at least $1-2 n^{-11}$. Additionally, we have

$$
\begin{aligned}
\mathbb{E}(g(X) \mid A) & \leq \sqrt{\sum_{j=1}^{n} \mathbb{E}\left(\sum_{k \in[n] \backslash\{j\}} A_{j k} X_{j k}\right)^{2}} \\
& =\sqrt{\sum_{j=1}^{n} \sum_{k \in[n] \backslash\{j\}} A_{j k}}
\end{aligned}
$$

By the definition of $\mathcal{A}$, we have $\mathbb{E}(g(X) \mid A) \leq$ $\sqrt{n(n-1) p+5 \sqrt{n^{2} p \log n}}$ on $\mathcal{A}$. Hence,

$$
g(X) \leq \sqrt{n(n-1) p+5 \sqrt{n^{2} p \log n}}+C_{2} \sqrt{n p \log n}
$$

with probability at least $1-n^{-10}$, and the desired result is implied by squaring both sides of the above inequality.

Lemma 8 (Lemma 13 of [23]): Consider independent random variables $X_{j} \sim \mathcal{N}(0,1)$ and $E_{j} \sim \operatorname{Bernoulli}(p)$. Then,

$$
\mathbb{P}\left(\left|\sum_{j=1}^{n} X_{j} E_{j} / p\right|>t\right) \leq 2 \exp \left(-\min \left(\frac{p t^{2}}{16 n}, \frac{p t}{2}\right)\right)
$$

for any $t>0$.
Lemma 9: For any $z, z^{*} \in \mathbb{C}_{1}^{n}$, we have

$$
n \ell\left(z, z^{*}\right) \leq\left\|z z^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}^{2} \leq 2 n \ell\left(z, z^{*}\right)
$$

Proof: The definition of $\ell\left(z, z^{*}\right)$ implies

$$
\ell\left(z, z^{*}\right)=2 n-\sup _{|a|=1}\left(z^{\mathrm{H}} z^{*} a+z^{* \mathrm{H}} z \bar{a}\right)=2\left(n-\left|z^{\mathrm{H}} z^{*}\right|\right)
$$

By direct calculation,

$$
\left\|z z^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}^{2}=2\left(n^{2}-\left|z^{\mathrm{H}} z^{*}\right|^{2}\right)
$$

We thus obtain the relation

$$
\begin{aligned}
\left\|z z^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}^{2} & =\ell\left(z, z^{*}\right)\left(n+\left|z^{\mathrm{H}} z^{*}\right|\right) \\
& =\ell\left(z, z^{*}\right)\left(2 n-\frac{\ell\left(z, z^{*}\right)}{2}\right)
\end{aligned}
$$

which immediately implies the conclusion.
Lemma 10: For any $x \in \mathbb{C}$ such that $\operatorname{Re}(x)>0,\left|\frac{x}{|x|}-1\right| \leq$ $\left|\frac{\operatorname{Im}(x)}{\operatorname{Re}(x)}\right|$.

Proof: Let $x=a+b i$, and then

$$
\begin{aligned}
\left|\frac{x}{|x|}-1\right| & =\frac{|x-|x||}{|x|} \\
& =\frac{\left|a+b i-\sqrt{a^{2}+b^{2}}\right|}{|x|} \\
& =\frac{\sqrt{\left(a-\sqrt{a^{2}+b^{2}}\right)^{2}+b^{2}}}{\sqrt{a^{2}+b^{2}}} \\
& =\sqrt{\frac{2 b^{2}}{a^{2}+b^{2}+a \sqrt{a^{2}+b^{2}}}} \\
& \leq\left|\frac{b}{a}\right|=\left|\frac{\operatorname{Im}(x)}{\operatorname{Re}(x)}\right| .
\end{aligned}
$$

The proof is complete.
Lemma 11: For any $x \in \mathbb{C} \backslash\{0\}$ and any $y \in \mathbb{C}_{1}^{n}$, $\left|\frac{x}{|x|}-y\right| \leq 2|x-y|$.

Proof: We have $\left|\frac{x}{|x|}-y\right| \leq\left|\frac{x}{|x|}-x\right|+|x-y|=||x|-$ $1|+|x-y|=||x|-|y||+|x-y| \leq 2| x-y \mid$.

## B. Proof of Lemma 1

We organize the proof into four steps. We first list a few high-probability events in Step 1. These events are assumed to be true in later steps. Step 2 provides an error decomposition of $\ell\left(f(z), z^{*}\right)$, and then each error term in the decomposition will be analyzed and bounded in Step 3. Finally, we combine the bounds and derive the desired result in Step 4.
a) Step 1. Some high-probability events: By Lemma 5, Lemma 6 and Lemma 7, we know that

$$
\begin{align*}
& \min _{j \in[n]} \sum_{k \in[n] \backslash\{j\}} A_{j k} \geq(n-1) p-C \sqrt{n p \log n},  \tag{25}\\
& \max _{j \in[n]} \sum_{k \in[n] \backslash\{j\}} A_{j k} \leq(n-1) p+C \sqrt{n p \log n},  \tag{26}\\
& \|A-\mathbb{E} A\|_{\mathrm{op}} \leq C \sqrt{n p}  \tag{27}\\
& \|A \circ W\|_{\mathrm{op}} \leq C \sqrt{n p}  \tag{28}\\
& \quad \sum_{j=1}^{n}\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} \operatorname{Im}\left(W_{j k} z_{k}^{*} \bar{z}_{j}^{*}\right)\right|^{2}  \tag{29}\\
& \leq \frac{n^{2} p}{2}\left(1+C \sqrt{\frac{\log n}{n}}\right)
\end{align*}
$$

$$
\begin{align*}
& \sum_{j=1}^{n}\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} \operatorname{Re}\left(W_{j k} z_{k}^{*} \bar{z}_{j}^{*}\right)\right|^{2}  \tag{30}\\
\leq & \frac{n^{2} p}{2}\left(1+C \sqrt{\frac{\log n}{n}}\right),
\end{align*}
$$

all hold with probability at least $1-n^{-9}$ for some constant $C>0$. To establish (29)-(30), note that $\sqrt{2} \operatorname{Im}\left(W_{j k} z_{k}^{*} \bar{z}_{j}^{*}\right), \sqrt{2} \operatorname{Re}\left(W_{j k} z_{k}^{*} \bar{z}_{j}^{*}\right)$ are all independently standard normally distributed for $1 \leq j<k \leq n$. We also have $-\operatorname{Im}\left(W_{j k} z_{k}^{*} \bar{z}_{j}^{*}\right)=\operatorname{Im}\left(\bar{W}_{j k} \bar{z}_{k}^{*} z_{j}^{*}\right)=\operatorname{Im}\left(W_{k j} z_{j}^{*} \bar{z}_{k}^{*}\right)$ and $\operatorname{Re}\left(W_{j k} z_{k}^{*} \bar{z}_{j}^{*}\right)=\operatorname{Re}\left(\bar{W}_{j k} \bar{z}_{k}^{*} z_{j}^{*}\right)=\operatorname{Re}\left(W_{k j} z_{j}^{*} \bar{z}_{k}^{*}\right)$ for any $1 \leq j<k \leq n$.

In addition to (25)-(30), we need another high-probability inequality. For a sufficiently small $\rho$ such that $\frac{\rho^{2} n p}{\sigma^{2}}$ is sufficiently large, we want to upper bound the random variable $\sum_{j=1}^{n} \mathbb{I}\left\{\frac{2 \sigma}{n p}\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k} z_{k}^{*}\right|>\rho\right\}$. The existence of such $\rho$ is guaranteed by the condition that $\frac{n p}{\sigma^{2}}$ is sufficiently large, and the specific choice will be given later. We first bound its expectation by Lemma 8,

$$
\begin{aligned}
& \sum_{j=1}^{n} \mathbb{P}\left\{\frac{2 \sigma}{n p}\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k} z_{k}^{*}\right|>\rho\right\} \\
\leq & \sum_{j=1}^{n} \mathbb{P}\left\{\left.\left.\frac{2 \sigma}{n p}\right|_{k \in[n] \backslash\{j\}} A_{j k} \operatorname{Re}\left(W_{j k} z_{k}^{*}\right) \right\rvert\,>\frac{\rho}{2}\right\} \\
& +\sum_{j=1}^{n} \mathbb{P}\left\{\left.\left.\frac{2 \sigma}{n p}\right|_{k \in[n] \backslash\{j\}} A_{j k} \operatorname{Im}\left(W_{j k} z_{k}^{*}\right) \right\rvert\,>\frac{\rho}{2}\right\} \\
\leq & 4 n \exp \left(-\frac{\rho^{2} n p}{256 \sigma^{2}}\right)+4 n \exp \left(-\frac{\rho n p}{8 \sigma}\right) .
\end{aligned}
$$

By Markov inequality, we have

$$
\begin{align*}
& \sum_{j=1}^{n} \mathbb{I}\left\{\frac{2 \sigma}{n p}\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k} z_{k}^{*}\right|>\rho\right\} \\
& \leq \frac{4 \sigma^{2}}{\rho^{2} p} \exp \left(-\frac{1}{16} \sqrt{\frac{\rho^{2} n p}{\sigma^{2}}}\right) \tag{31}
\end{align*}
$$

with probability at least

$$
\begin{aligned}
1- & \frac{\rho^{2} p n}{\sigma^{2}}\left(\exp \left(-\frac{\rho^{2} n p}{256 \sigma^{2}}+\frac{1}{16} \sqrt{\frac{\rho^{2} n p}{\sigma^{2}}}\right)\right. \\
& \left.+\exp \left(-\frac{\rho n p}{8 \sigma}+\frac{1}{16} \sqrt{\frac{\rho^{2} n p}{\sigma^{2}}}\right)\right) \\
\geq & 1-\frac{2 \rho^{2} p n}{\sigma^{2}} \exp \left(-\frac{1}{16} \sqrt{\frac{\rho^{2} n p}{\sigma^{2}}}\right) \\
\geq & 1-\exp \left(-\frac{1}{32} \sqrt{\frac{\rho^{2} n p}{\sigma^{2}}}\right) .
\end{aligned}
$$

Finally, we conclude that the events (25)-(31) hold simultaneously with probability at least $1-n^{-9}-$ $\exp \left(-\frac{1}{32} \sqrt{\frac{\rho^{2} n p}{\sigma^{2}}}\right)$.
b) Step 2. Error decomposition: For any $z \in \mathbb{C}_{1}^{n}$ such that $\ell\left(z, z^{*}\right) \leq \gamma n$, we can define $\widetilde{z} \in \mathbb{C}^{n}$ such that

$$
\widetilde{z}_{j}=\frac{\sum_{k \in[n] \backslash\{j\}} A_{j k} Y_{j k} z_{k}}{\sum_{k \in[n] \backslash\{j\}} A_{j k}}
$$

for each $j \in[n]$. Denote $\widehat{z}=f(z)$ then $\widehat{z}_{j}=\widetilde{z}_{j} /\left|\widetilde{z}_{j}\right|$ for each coordinate such that $\widetilde{z}_{j} \neq 0$.

The condition $\ell\left(z, z^{*}\right) \leq \gamma n$ implies there exists some $b \in$ $\mathbb{C}_{1}$ such that $\left\|z-z^{*} b\right\|^{2} \leq \gamma n$. By direct calculation, we can write

$$
\begin{aligned}
\widetilde{z}_{j} \bar{z}_{j}^{*} \bar{b}= & \frac{\sum_{k \in[n] \backslash\{j\}} A_{j k} z_{j}^{*} \bar{z}_{k}^{*} z_{k}}{\sum_{k \in[n] \backslash\{j\}} A_{j k}} \bar{z}_{j}^{*} \bar{b} \\
& +\frac{\sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k} z_{k}}{\sum_{k \in[n] \backslash\{j\}} A_{j k}} \bar{z}_{j}^{*} \bar{b} \\
= & 1+\frac{\sum_{k \in[n] \backslash\{j\}} A_{j k} \bar{z}_{k}^{*} \bar{b}\left(z_{k}-z_{k}^{*} b\right)}{\sum_{k \in[n] \backslash\{j\}} A_{j k}} \\
& +\frac{\sigma \sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k}\left(z_{k}-z_{k}^{*} b\right) \bar{z}_{j}^{*} \bar{b}}{\sum_{k \in[n] \backslash\{j\}} A_{j k}} \\
& +\frac{\sigma \sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k} z_{k}^{*} \bar{z}_{j}^{*}}{\sum_{k \in[n] \backslash\{j\}} A_{j k}}
\end{aligned}
$$

which is equal to

$$
\begin{aligned}
1+ & \frac{1}{n-1} \sum_{k=1}^{n} \bar{z}_{k}^{*} \bar{b}\left(z_{k}-z_{k}^{*} b\right)-\frac{1}{n-1} \bar{z}_{j}^{*} \bar{b}\left(z_{j}-z_{j}^{*} b\right) \\
& +\left(\frac{\sum_{k \in[n] \backslash\{j\}} A_{j k} \bar{z}_{k}^{*} \bar{b}\left(z_{k}-z_{k}^{*} b\right)}{\sum_{k \in[n] \backslash\{j\}} A_{j k}}\right. \\
& \left.-\frac{1}{n-1} \sum_{k \in[n] \backslash\{j\}}^{n} \bar{z}_{k}^{*} \bar{b}\left(z_{k}-z_{k}^{*} b\right)\right) \\
& +\frac{\sigma \sum_{k \in[n \backslash \backslash j j\}} A_{j k} W_{j k}\left(z_{k}-z_{k}^{*} b\right) z_{j}^{*} \bar{b}}{\sum_{k \in[n] \backslash\{j\}} A_{j k}} \\
& +\frac{\sigma \sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k} z_{k}^{*} z_{j}^{*}}{\sum_{k \in[n] \backslash\{j\}} A_{j k}} .
\end{aligned}
$$

Now we define $a_{0}=1+\frac{1}{n-1} \sum_{k=1}^{n} \bar{z}_{k}^{*} \bar{b}\left(z_{k}-z_{k}^{*} b\right)$ and $a=a_{0} /\left|a_{0}\right|$, and we have

$$
\widetilde{z}_{j} \bar{z}_{j}^{*} \bar{a} \bar{b}=\left|a_{0}\right|-\frac{1}{n-1} \bar{z}_{j}^{*} \bar{a} \bar{b}\left(z_{j}-z_{j}^{*} b\right)+F_{j}+G_{j}+H_{j}
$$

where

$$
\begin{aligned}
F_{j}= & \frac{\sum_{k \in[n] \backslash\{j\}} A_{j k} \bar{z}_{k}^{*} \bar{a} \bar{b}\left(z_{k}-z_{k}^{*} b\right)}{\sum_{k \in[n] \backslash\{j\}} A_{j k}} \\
& -\frac{1}{n-1} \sum_{k \in[n] \backslash\{j\}}^{n} \bar{z}_{k}^{*} \bar{a} \bar{b}\left(z_{k}-z_{k}^{*} b\right), \\
G_{j}= & \frac{\sigma \sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k}\left(z_{k}-z_{k}^{*} b\right) \bar{z}_{j}^{*} \bar{a} \bar{b}}{\sum_{k \in[n] \backslash\{j\}} A_{j k}}, \\
H_{j}= & \frac{\sigma \bar{a} \sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k} z_{k}^{*} \bar{z}_{j}^{*}}{\sum_{k \in[n] \backslash\{j\}} A_{j k}} .
\end{aligned}
$$

By Lemma 10, we have the bound

$$
\begin{equation*}
\left|\widehat{z}_{j}-z_{j}^{*} a b\right|^{2}=\left|\widehat{z}_{j} \bar{z}_{j}^{*} \bar{a} \bar{b}-1\right|^{2} \leq\left|\frac{\operatorname{Im}\left(\widetilde{z}_{j} \bar{z}_{j}^{*} \bar{a} \bar{b}\right)}{\operatorname{Re}\left(\widetilde{z}_{j} \bar{z}_{j}^{*} \bar{a} \bar{b}\right)}\right|^{2} \tag{32}
\end{equation*}
$$

whenever $\operatorname{Re}\left(\widetilde{z}_{j} \bar{z}_{j}^{*} \bar{a} \bar{b}\right)>0$ holds. By Cauchy-Schwartz inequality, we have

$$
\begin{equation*}
\left|a_{0}\right| \geq 1-\frac{1}{n-1}\left\|z^{*}\right\|\left\|z-b z^{*}\right\| \geq 1-2 \sqrt{\gamma} \tag{33}
\end{equation*}
$$

under the condition $\left\|z-z^{*} b\right\|^{2} \leq \gamma n$. We also have

$$
\frac{1}{n-1}\left|\bar{z}_{j}^{*} \bar{a} \bar{b}\left(z_{j}-z_{j}^{*} b\right)\right| \leq \frac{1}{n-1}\left|z_{j}-z_{j}^{*} b\right| \leq \frac{\sqrt{\gamma n}}{n-1}
$$

Therefore, as long as $\left|F_{j}\right| \vee\left|G_{j}\right| \vee\left|H_{j}\right| \leq \rho$, we have

$$
\begin{equation*}
\operatorname{Re}\left(\widetilde{z}_{j} \bar{z}_{j}^{*} \bar{a} \bar{b}\right) \geq 1-3(\sqrt{\gamma}+\rho) \tag{34}
\end{equation*}
$$

Under the assumption that $\gamma<1 / 16$ and with a proper choice of $\rho$ that will be given later, we have $3(\sqrt{\gamma}+\rho)<1$ and then $\operatorname{Re}\left(\widetilde{z}_{j} \bar{z}_{j}^{*} \bar{a} \bar{b}\right)$ is positive. Hence, the event $\left\{\widetilde{z}_{j}=0\right\}$ is included in the event $\left\{\left|F_{j}\right| \vee\left|G_{j}\right| \vee\left|H_{j}\right|>\rho\right\}$.

By (32), we obtain the bound

$$
\begin{aligned}
&\left|\widehat{z}_{j}-z_{j}^{*} a b\right|^{2} \\
& \leq\left|\frac{\operatorname{Im}\left(\widetilde{z}_{j} \bar{z}_{j}^{*} \bar{a} \bar{b}\right)}{\operatorname{Re}\left(\widetilde{z}_{j} \bar{z}_{j}^{*} \bar{a} \bar{b}\right)}\right|^{2} \mathbb{I}\left\{\left|F_{j}\right| \vee\left|G_{j}\right| \vee\left|H_{j}\right| \leq \rho\right\} \\
&+4 \mathbb{I}\left\{\left|F_{j}\right| \vee\left|G_{j}\right| \vee\left|H_{j}\right|>\rho\right\} \\
& \leq \frac{1}{(1-3(\sqrt{\gamma}+\rho))^{2}} \left\lvert\, \operatorname{Im}\left(-\frac{1}{n-1} \bar{z}_{j}^{*} \bar{a} \bar{b}\left(z_{j}-z_{j}^{*} b\right)\right)\right. \\
&+\operatorname{Im}\left(F_{j}\right)+\operatorname{Im}\left(G_{j}\right)+\left.\operatorname{Im}\left(H_{j}\right)\right|^{2} \\
&+4 \mathbb{I}\left\{\left|F_{j}\right|>\rho\right\}+4 \mathbb{I}\left\{\left|G_{j}\right|>\rho\right\}+4 \mathbb{I}\left\{\left|H_{j}\right|>\rho\right\},
\end{aligned}
$$

which can be further upper bounded by

$$
\begin{aligned}
\leq & \frac{1+\eta}{(1-3(\sqrt{\gamma}+\rho))^{2}}\left|\operatorname{Im}\left(H_{j}\right)\right|^{2} \\
& +\frac{3\left(1+\eta^{-1}\right)}{(1-3(\sqrt{\gamma}+\rho))^{2}}\left|\operatorname{Im}\left(F_{j}\right)\right|^{2} \\
& +\frac{3\left(1+\eta^{-1}\right)}{(1-3(\sqrt{\gamma}+\rho))^{2}}\left|\operatorname{Im}\left(-\frac{1}{n-1} \bar{z}_{j}^{*} \bar{a} \bar{b}\left(z_{j}-z_{j}^{*} b\right)\right)\right|^{2} \\
& +\frac{3\left(1+\eta^{-1}\right)}{(1-3(\sqrt{\gamma}+\rho))^{2}}\left|\operatorname{Im}\left(G_{j}\right)\right|^{2}+4 \mathbb{I}\left\{\left|F_{j}\right|>\rho\right\} \\
& +4 \mathbb{I}\left\{\left|G_{j}\right|>\rho\right\}+4 \mathbb{I}\left\{\left|H_{j}\right|>\rho\right\},
\end{aligned}
$$

for some $\eta$ which will be specified later. Here the last inequality is due to the fact that $\left(x_{1}+x_{2}\right)^{2}=x_{1}^{2}+x_{2}^{2}+$ $2\left(\eta^{1 / 2} x_{1}\right)\left(\eta^{-1 / 2} x_{2}\right) \leq(1+\eta) x_{1}^{2}+\left(1+\eta^{-1}\right) x_{2}^{2}$ for any $x_{1}, x_{2} \in \mathbb{R}$.
c) Step 3. Analysis of each error term: Next, we will analyze the error terms $F_{j}, G_{j}$ and $H_{j}$ separately. By triangle inequality, (25) and (26), we have

$$
\begin{aligned}
& \left|F_{j}\right| \\
& \leq \frac{\left|\sum_{k \in[n] \backslash\{j\}}\left(A_{j k}-p\right) \bar{z}_{k}^{*} \bar{a} \bar{b}\left(z_{k}-z_{k}^{*} b\right)\right|}{\sum_{k \in[n] \backslash\{j\}} A_{j k}} \\
& +\left|p \sum_{k \in[n] \backslash\{j\}} \bar{z}_{k}^{*} \bar{a} \bar{b}\left(z_{k}-z_{k}^{*} b\right)\right|\left|\frac{1}{\sum_{k \in[n] \backslash\{j\}} A_{j k}}-\frac{1}{(n-1) p}\right|
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{2}{n p}\left|\sum_{k \in[n] \backslash\{j\}}\left(A_{j k}-p\right) \bar{z}_{k}^{*}\left(z_{k}-z_{k}^{*} b\right)\right| \\
& +p \sqrt{n}\left\|z-b z^{*}\right\| \frac{2\left|\sum_{k \in[n] \backslash\{j\}}\left(A_{j k}-p\right)\right|}{n^{2} p^{2}} \\
& \leq \frac{2}{n p}\left|\sum_{k \in[n] \backslash\{j\}}\left(A_{j k}-p\right) \bar{z}_{k}^{*}\left(z_{k}-z_{k}^{*} b\right)\right| \\
& +C_{1} \frac{\sqrt{p \log n}}{n p}\left\|z-b z^{*}\right\| .
\end{aligned}
$$

Using (27), we have

$$
\begin{aligned}
& \sum_{j=1}^{n}\left|F_{j}\right|^{2} \leq \frac{8}{n^{2} p^{2}} \sum_{j=1}^{n}\left|\sum_{k \in[n] \backslash\{j\}}\left(A_{j k}-p\right) \bar{z}_{k}^{*}\left(z_{k}-z_{k}^{*} b\right)\right|^{2} \\
& \quad+C_{1}^{2} \frac{\log n}{n p}\left\|z-b z^{*}\right\|^{2} \\
& \leq \frac{8}{n^{2} p^{2}}\|A-\mathbb{E} A\|_{\text {op }}^{2}\left\|z-b z^{*}\right\|^{2}+C_{1}^{2} \frac{\log n}{n p}\left\|z-b z^{*}\right\|^{2} \\
& \leq C_{2} \frac{\log n}{n p} \ell\left(z, z^{*}\right) .
\end{aligned}
$$

The above bound also implies

$$
\sum_{j=1}^{n} \mathbb{I}\left\{\left|F_{j}\right|>\rho\right\} \leq \rho^{-2} \sum_{j=1}^{n}\left|F_{j}\right|^{2} \leq \frac{C_{2}}{\rho^{2}} \frac{\log n}{n p} \ell\left(z, z^{*}\right)
$$

Similarly, we can also bound the error terms that depend on $G_{j}$. By (25) and (28), we have

$$
\begin{aligned}
\sum_{j=1}^{n}\left|G_{j}\right|^{2} & \leq \frac{2 \sigma^{2}}{n^{2} p^{2}} \sum_{j=1}^{n}\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k}\left(z_{k}-z_{k}^{*} b\right)\right|^{2} \\
& \leq \frac{2 \sigma^{2}}{n^{2} p^{2}}\|A \circ W\|_{\mathrm{op}}^{2}\left\|z-b z^{*}\right\|^{2} \\
& \leq C_{3} \frac{\sigma^{2}}{n p} \ell\left(z, z^{*}\right)
\end{aligned}
$$

and thus

$$
\sum_{j=1}^{n} \mathbb{I}\left\{\left|G_{j}\right|>\rho\right\} \leq \rho^{-2} \sum_{j=1}^{n}\left|G_{j}\right|^{2} \leq \frac{C_{3}}{\rho^{2}} \frac{\sigma^{2}}{n p} \ell\left(z, z^{*}\right)
$$

For the contribution of $H_{j}$, we use (25) and (31), and have

$$
\begin{aligned}
& \sum_{j=1}^{n} \mathbb{I}\left\{\left|H_{j}\right|>\rho\right\} \\
& \leq \sum_{j=1}^{n} \mathbb{I}\left\{\frac{2 \sigma}{n p}\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} W_{j k} z_{k}^{*}\right|>\rho\right\} \\
& \leq \frac{4 \sigma^{2}}{\rho^{2} p} \exp \left(-\frac{1}{16} \sqrt{\frac{\rho^{2} n p}{\sigma^{2}}}\right) .
\end{aligned}
$$

Next, we study the main error term $\left|\operatorname{Im}\left(H_{j}\right)\right|^{2}$. By (25), we have

$$
\begin{aligned}
\sum_{j=1}^{n}\left|\operatorname{Im}\left(H_{j}\right)\right|^{2} \leq & \left(1+C_{4} \sqrt{\frac{\log n}{n p}}\right)^{2} \frac{\sigma^{2}}{n^{2} p^{2}} \\
& \times \sum_{j=1}^{n}\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} \operatorname{Im}\left(W_{j k} z_{k}^{*} \bar{z}_{j}^{*} \bar{a}\right)\right|^{2}
\end{aligned}
$$

which can be further upper bounded by

$$
\begin{aligned}
\leq & (1+\eta)\left(1+C_{4} \sqrt{\frac{\log n}{n p}}\right)^{2} \frac{\sigma^{2}}{n^{2} p^{2}} \\
& \times \sum_{j=1}^{n}\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} \operatorname{Im}\left(W_{j k} z_{k}^{*} \bar{z}_{j}^{*}\right)\right|^{2} \\
+ & \left(1+\eta^{-1}\right)\left(1+C_{4} \sqrt{\frac{\log n}{n p}}\right)^{2} \frac{\sigma^{2}}{n^{2} p^{2}} \\
& \times \sum_{j=1}^{n}\left|\sum_{k \in[n] \backslash\{j\}} A_{j k} \operatorname{Re}\left(W_{j k} z_{k}^{*} \bar{z}_{j}^{*}\right)\right|^{2}|\operatorname{Im}(\bar{a})|^{2}
\end{aligned}
$$

By (33), we have

$$
\begin{aligned}
|\operatorname{Im}(\bar{a})| & =\frac{\left|\operatorname{Im}\left(a_{0}\right)\right|}{\left|a_{0}\right|} \leq \frac{\frac{1}{n-1}\left\|z^{*}\right\|\left\|z-b z^{*}\right\|}{1-2 \sqrt{\gamma}} \\
& \leq \frac{\frac{n}{n-1} \sqrt{\gamma}}{1-2 \sqrt{\gamma}} \leq 20 \sqrt{\gamma},
\end{aligned}
$$

where the last inequality is due to the assumption that $\gamma<$ $1 / 16$. Together with (29) and (30), we have

$$
\sum_{j=1}^{n}\left|\operatorname{Im}\left(H_{j}\right)\right|^{2} \leq\left(1+C_{5}\left(\eta+\eta^{-1} \gamma+\sqrt{\frac{\log n}{n p}}\right)\right) \frac{\sigma^{2}}{2 p}
$$

The last error term we need to analyze is $\left|\operatorname{Im}\left(-\frac{1}{n-1} \bar{z}_{j}^{*} \bar{a} \bar{b}\left(z_{j}-z_{j}^{*} b\right)\right)\right|^{2}$. It can simply be bounded by $\frac{1}{(n-1)^{2}}\left|z_{j}-z_{j}^{*} b\right|^{2}$.
d) Step 4. Combining the bounds: Plugging all the individual error bounds obtained in Step 3 into the error decomposition in Step 2, we obtain

$$
\begin{aligned}
& \ell\left(\widehat{z}, z^{*}\right) \\
\leq & \sum_{j=1}^{n}\left|\widehat{z}_{j}-z_{j}^{*} a b\right|^{2} \\
\leq & \left(1+C_{6}\left(\rho+\sqrt{\gamma}+\eta+\eta^{-1} \gamma+\sqrt{\frac{\log n}{n p}}\right)\right) \frac{\sigma^{2}}{2 p} \\
& +\frac{16 \sigma^{2}}{\rho^{2} p} \exp \left(-\frac{1}{16} \sqrt{\frac{\rho^{2} n p}{\sigma^{2}}}\right) \\
& +C_{6}\left(\eta^{-1}+\rho^{-2}\right) \frac{\log n+\sigma^{2}}{n p} \ell\left(z, z^{*}\right)
\end{aligned}
$$

We set

$$
\eta=\sqrt{\gamma+\frac{\log n+\sigma^{2}}{n p}} \text { and } \rho^{2}=\sqrt{32} \sqrt{\frac{\log n+\sigma^{2}}{n p}}
$$

Then, since $\frac{\rho^{2} n p}{\sigma^{2}}$ is sufficiently large, we have
$\frac{16 \sigma^{2}}{\rho^{2} p} \exp \left(-\frac{1}{16} \sqrt{\frac{\rho^{2} n p}{\sigma^{2}}}\right) \leq \frac{\sigma^{2}}{\rho^{2} p}\left(\frac{\sigma^{2}}{\rho^{2} n p}\right)^{2} \leq \frac{\sigma^{2}}{p} \sqrt{\frac{\sigma^{2}}{n p}}$.
Therefore, we have

$$
\begin{aligned}
\ell\left(\widehat{z}, z^{*}\right) & \leq\left(1+C_{7}\left(\gamma^{2}+\frac{\log n+\sigma^{2}}{n p}\right)^{1 / 4}\right) \frac{\sigma^{2}}{2 p} \\
& +C_{7} \sqrt{\frac{\log n+\sigma^{2}}{n p}} \ell\left(z, z^{*}\right)
\end{aligned}
$$

Since the above inequality is derived from the condition (25)-(31) and $\ell\left(z, z^{*}\right) \leq \gamma n$. It holds uniformly overall $z \in \mathbb{C}_{1}^{n}$ such that $\ell\left(z, z^{*}\right) \leq \gamma n$ with probability at least $1-n^{-9}-\exp \left(-\left(\frac{n p}{\sigma^{2}}\right)^{1 / 4}\right)$. The proof is complete.

## C. Proof of Lemma 4

We use the version of van Trees' inequality presented as Equation (11) of the paper [19]. We have

$$
\begin{align*}
& \inf _{\widehat{T}, \widehat{S}} \iint f(a) f(c) \mathbb{E}_{(a, c)} \\
& {\left[(\widehat{T}-T(a, c))^{2}+(\widehat{S}-S(a, c))^{2}\right] \mathrm{d} a \mathrm{~d} c} \\
& \geq \iint \operatorname{Tr}(J(a, c)) f(a) f(c) \mathrm{d} a \mathrm{~d} c-I(f), \tag{35}
\end{align*}
$$

where $I(f)$ is the information of the prior which will be elaborated later. The matrix $J(a, c)$ is given by $J(a, c)=$ $A B^{-1} A$, where

$$
\begin{aligned}
A & =\frac{\partial(T, S)}{\partial(a, c)} \\
& =\left(\begin{array}{cc}
c-\sqrt{1-c^{2}} \frac{a}{\sqrt{1-a^{2}}} & a-\sqrt{1-a^{2}} \frac{c}{\sqrt{1-c^{2}}} \\
-\frac{a c}{\sqrt{1-a^{2}}}-\sqrt{1-c^{2}} & \sqrt{1-a^{2}}+\frac{a}{\sqrt{1-c^{2}}}
\end{array}\right),
\end{aligned}
$$

and $B$ is the Fisher information matrix. Due to the independence between $A_{12} Y_{12}$ and $\left\{A_{1 j} Y_{1 j}\right\}_{j \geq 3} \cup\left\{A_{2 j} Y_{2 j}\right\}_{j \geq 3}$, we have $B=B_{1}+B_{2}$ with

$$
B_{1}=\frac{2 p}{\sigma^{2}}\left(\begin{array}{cc}
\left|\frac{\partial T}{\partial a}\right|^{2}+\left|\frac{\partial S}{\partial a}\right|^{2} & \frac{\partial T}{\partial a} \frac{\partial T}{\partial c}
\end{array}\left|\frac{\partial T}{\partial c}\right|^{\frac{\partial}{a}}+\frac{\partial T}{\partial c}+\left|\frac{\partial S}{\partial c}\right|^{2}\right),
$$

and

$$
B_{2}=\frac{2(n-2) p}{\sigma^{2}}\left(\begin{array}{cc}
\frac{1}{1-a^{2}} & 0 \\
0 & \frac{1}{1-c^{2}}
\end{array}\right)
$$

In the following we show how to derive $\left[B_{2}\right]_{11}$. Let $(\xi, \zeta)^{\mathrm{T}}$ be a bivariate normal random vector distributed according to (22). Thus, the part of the likelihood function that involves $a$ is proportional to $l\left(\xi, \zeta,\left\{A_{1 j}\right\}_{j \geq 3} ; a\right)$ which is defined as

$$
\begin{aligned}
& l\left(\xi, \zeta,\left\{A_{1 j}\right\}_{j \geq 3} ; a\right) \\
& =\exp \left(-\frac{1}{\sigma^{2} \sum_{j \geq 3} A_{1 j}}\left(\left(\xi-a \sum_{j \geq 3} A_{1 j}\right)^{2}\right.\right. \\
& \left.\left.\quad+\left(\zeta-\sqrt{1-a^{2}} \sum_{j \geq 3} A_{1 j}\right)^{2}\right)\right) .
\end{aligned}
$$

Then

$$
\begin{aligned}
{\left[B_{2}\right]_{11} } & =-\mathbb{E} \frac{\partial^{2} \log l\left(\xi, \zeta,\left\{A_{1 j}\right\}_{j \geq 3} ; a\right)}{\partial a^{2}} \\
& =\mathbb{E} \frac{2 \zeta}{\sigma^{2}\left(1-a^{2}\right)^{\frac{3}{2}}}=\frac{2(n-2) p}{\left(1-a^{2}\right) \sigma^{2}}
\end{aligned}
$$

The rest of the entries of $B_{1}$ and $B_{2}$ can be calculated analogously and are omitted here.

We then have
$\operatorname{Tr}(J(a, c))$
$\geq \operatorname{Tr}\left(A B_{2}^{-1} A^{\mathrm{T}}\right)-\left|\operatorname{Tr}\left(A\left(\left(B_{1}+B_{2}\right)^{-1}-B_{2}^{-1}\right) A^{\mathrm{T}}\right)\right|$
$\geq\left\|B_{2}^{-1 / 2} A^{\mathrm{T}}\right\|_{\mathrm{F}}^{2}\left(1-\left\|B_{2}^{1 / 2}\left(B_{1}+B_{2}\right)^{-1} B_{2}^{1 / 2}-I_{2}\right\|_{\mathrm{F}}\right)$.

By direct calculation, $\left\|B_{2}^{-1 / 2} A^{\mathrm{T}}\right\|_{\mathrm{F}}^{2}=\frac{2 \sigma^{2}}{(n-2) p}$. Therefore,

$$
\begin{aligned}
& \iint \operatorname{Tr}(J(a, c)) \pi(a) \pi(c) \mathrm{d} a \mathrm{~d} c \\
& \geq \frac{\sigma^{2}}{p(n-2)}\left(1-\iint\left\|B_{2}^{1 / 2}\left(B_{1}+B_{2}\right)^{-1} B_{2}^{1 / 2}-I_{2}\right\|_{\mathrm{F}}\right. \\
& \quad f(a) f(c) \mathrm{d} a \mathrm{~d} c)
\end{aligned}
$$

Now we set $f$ to be a density function of a distribution supported on the interval $[0.4,0.6]$. We set

$$
f(\theta) \propto \exp \left(-\frac{1}{1-10|\theta-1 / 2|^{2}}\right) \mathbb{I}\{0.4<\theta<0.6\}
$$

This makes $f$ satisfy the regularity condition required by [19] so that van Trees' inequality (35) holds. By the choice of $f$, we know that both $a$ and $c$ are bounded away from 0 and 1. As a result, we have $\left\|B_{2}\right\|_{\mathrm{op}} \lesssim \frac{n p}{\sigma^{2}},\left\|B_{2}^{-1}\right\|_{\mathrm{op}} \lesssim \frac{\sigma^{2}}{n p}$ and $\left\|\left(B_{1}+B_{2}\right)^{-1}\right\|_{\mathrm{op}} \lesssim \frac{\sigma^{2}}{n p}$. Thus,

$$
\begin{aligned}
& \left\|B_{2}^{1 / 2}\left(B_{1}+B_{2}\right)^{-1} B_{2}^{1 / 2}-I_{2}\right\|_{\mathrm{F}} \\
\leq & \left\|B_{2}\right\|_{\mathrm{op}}\left\|\left(B_{1}+B_{2}\right)^{-1}-B_{2}^{-1}\right\|_{\mathrm{F}} \\
\leq & \left\|B_{2}\right\|_{\mathrm{op}}\left\|B_{2}^{-1}\right\|_{\mathrm{op}}\left\|\left(B_{1}+B_{2}\right)^{-1}\right\|_{\mathrm{op}}\left\|B_{1}\right\|_{\mathrm{F}} \\
\lesssim & n^{-1}
\end{aligned}
$$

Hence, we have

$$
\iint \operatorname{Tr}(J(a, c)) f(a) f(c) \mathrm{d} a \mathrm{~d} c \geq \frac{\sigma^{2}}{(n-2) p}\left(1-C_{1} n^{-1}\right)
$$

Finally, we need to provide an upper bound for $I(f)$. The definition of $I(f)$ is given by

$$
\begin{aligned}
& I(f)=\int_{[0.4,0.6]^{2}} \frac{1}{f\left(\theta_{1}\right) f\left(\theta_{2}\right)} \sum_{j, k, l \in\{1,2\}} \\
& \left(\frac{\partial}{\partial \theta_{k}} K_{j k}(\theta) f\left(\theta_{1}\right) f\left(\theta_{2}\right)\right)\left(\frac{\partial}{\partial \theta_{l}} K_{j l}(\theta) f\left(\theta_{1}\right) f\left(\theta_{2}\right)\right) \mathrm{d} \theta
\end{aligned}
$$

where $\theta=\left(\theta_{1}, \theta_{2}\right)=(a, c)$ and $K(\theta)=A B^{-1}$, which is a $2 \times 2$ matrix depending on the value of $\theta=(a, c)$. By the regularity conditions satisfied by the choice of $f$, we have

$$
I(f) \leq C_{2} \max _{\theta \in[0.4,0.6]^{2}} \max _{j, k \in\{1,2\}}\left|\frac{\partial}{\partial \theta_{k}} K_{j k}(\theta)\right|^{2}
$$

The above bound can be explicitly calculated via the definitions of $A, B_{1}$ and $B_{2}$, but we omit the tedious details. Intuitively, the contribution of $B_{1}$ is negligible compared with that of $B_{2}$, and the contribution of $B_{2}$ is of order $n p / \sigma^{2}$. Thus, $I(f) \leq C_{3}\left(\frac{\sigma^{2}}{n p}\right)^{2}$. This leads to the lower bound

$$
\begin{aligned}
& \inf _{\widehat{T}} \iint \pi\left(z_{j}\right) \pi\left(z_{k}\right) \mathbb{E}_{z}\left|\widehat{T}-z_{j} \bar{z}_{k}\right|^{2} \mathrm{~d} z_{j} \mathrm{~d} z_{k} \\
& \geq \frac{\sigma^{2}}{n p}\left(1-C\left(\frac{1}{n}+\frac{\sigma^{2}}{n p}\right)\right)
\end{aligned}
$$

The desired result is obtained by plugging the above lower bound to (20). This completes the proof.

## D. Proofs of Lemma 2 and Lemma 3

The two lemmas can be proved via the same argument, and thus we present the proofs together. For any $z \in \mathbb{C}^{n}$ such that $\|z\|^{2}=n$, we have
$\left\|p^{-1} A \circ Y-z z^{\mathrm{H}}\right\|_{\mathrm{F}}^{2}=\left\|p^{-1} A \circ Y\right\|_{\mathrm{F}}^{2}+n^{2}-2 p^{-1} z^{\mathrm{H}}(A \circ Y) z$.
Therefore, $\min _{\|z\|^{2}=n}\left\|p^{-1} A \circ Y-z z^{\mathrm{H}}\right\|_{\mathrm{F}}^{2}$ is equivalent to $\max _{\|z\|^{2}=n} z^{\mathrm{H}}(A \circ Y) z$. We can thus write $z^{(0)}$ as $z_{j}^{(0)}=\frac{\widehat{z}_{j}}{\hat{z}_{j}}$, where

$$
\begin{equation*}
\widehat{z}=\underset{\|z\|^{2}=n}{\operatorname{argmin}}\left\|p^{-1} A \circ Y-z z^{\mathrm{H}}\right\|_{\mathrm{F}}^{2} \tag{36}
\end{equation*}
$$

On the other hand, for any $z \in \mathbb{C}_{1}^{n}$,

$$
\begin{aligned}
& \sum_{1 \leq j<k \leq n} A_{j k}\left|Y_{j k}-z_{j} \bar{z}_{k}\right|^{2} \\
= & \sum_{1 \leq j<k \leq n} A_{j k}\left(\left|Y_{j k}\right|^{2}+1\right) \\
& -\sum_{1 \leq j<k \leq n} A_{j k} Y_{j k}\left(z_{j} \bar{z}_{k}+\bar{z}_{j} z_{k}\right) \\
= & \sum_{1 \leq j<k \leq n} A_{j k}\left(\left|Y_{j k}\right|^{2}+1\right)-z^{\mathrm{H}}(A \circ Y) z \\
= & \sum_{1 \leq j<k \leq n} A_{j k}\left(\left|Y_{j k}\right|^{2}+1\right) \\
& -\frac{p}{2}\left(\left\|p^{-1} A \circ Y\right\|_{\mathrm{F}}^{2}+n^{2}-\left\|p^{-1} A \circ Y-z z^{\mathrm{H}}\right\|_{\mathrm{F}}^{2}\right) .
\end{aligned}
$$

Therefore, $\min _{z \in \mathbb{C}_{1}^{n}} \sum_{1 \leq j<k \leq n} A_{j k}\left|Y_{j k}-z_{j} \bar{z}_{k}\right|^{2}$ is equivalent to $\min _{z \in \mathbb{C}_{1}^{n}}\left\|p^{-1} A \circ Y-z z^{\mathrm{H}}\right\|_{\mathrm{F}}^{2}$, and the MLE can be equivalently written as

$$
\begin{equation*}
\widehat{z}=\underset{z \in \mathbb{C}_{1}^{n}}{\operatorname{argmin}}\left\|p^{-1} A \circ Y-z z^{\mathrm{H}}\right\|_{\mathrm{F}}^{2} \tag{37}
\end{equation*}
$$

Now we analyze (36) and (37) simultaneously. For $\widehat{z}$ that is either (36) or (37), we have

$$
\left\|p^{-1} A \circ Y-\widehat{z} \widehat{z}^{\mathrm{H}}\right\|_{\mathrm{F}}^{2} \leq\left\|p^{-1} A \circ Y-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}^{2}
$$

Rearranging the above inequality, we have

$$
\begin{aligned}
& \left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}^{2} \\
& \leq 2\left|\operatorname{Tr}\left(\left(\widehat{z} \widetilde{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right)\left(p^{-1} A \circ Y-z^{*} z^{* \mathrm{H}}\right)\right)\right|
\end{aligned}
$$

which implies

$$
\begin{align*}
& \left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}  \tag{38}\\
& \leq 2\left|\operatorname{Tr}\left(\left(\frac{\widehat{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}}{\left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}}\right)\left(p^{-1} A \circ Y-z^{*} z^{* \mathrm{H}}\right)\right)\right|
\end{align*}
$$

Since $\frac{\widehat{z} \hat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}}{\left\|\overparen{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* H}\right\|_{\mathrm{F}}}$ is a Hermitian matrix of rank at most two, it has the spectral decomposition

$$
\frac{\widehat{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}}{\left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}}=\lambda_{1} u u^{\mathrm{H}}+\lambda_{2} v v^{\mathrm{H}}
$$

where $u, v$ are complex unit vectors orthogonal to each other and $\lambda_{1}, \lambda_{2}$ are real and satisfy $\lambda_{1}^{2}+\lambda_{2}^{2}=1$. Then, we bound the right hand side of (38) by

$$
\begin{aligned}
& 2\left|\lambda_{1}\right|\left|u^{\mathrm{H}}\left(p^{-1} A \circ Y-z^{*} z^{* \mathrm{H}}\right) u\right| \\
& \quad+2\left|\lambda_{2}\right|\left|v^{\mathrm{H}}\left(p^{-1} A \circ Y-z^{*} z^{* \mathrm{H}}\right) v\right| \\
& \leq 2\left(\left|\lambda_{1}\right|+\left|\lambda_{2}\right|\right)\left\|p^{-1} A \circ Y-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{op}} \\
& \leq 2 \sqrt{2}\left\|p^{-1} A \circ Y-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{op}} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}} \\
& \leq 4 \sqrt{2}\left\|p^{-1} A \circ Y-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{op}} \\
& \leq \frac{1}{p}\left\|(A-\mathbb{E} A) \circ z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{op}}+\frac{\sigma}{p}\|A \circ W\|_{\mathrm{op}} .
\end{aligned}
$$

By Lemma 5,

$$
\begin{aligned}
& \left\|(A-\mathbb{E} A) \circ z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{op}} \\
& =\sup _{\|u\|=1}\left|\sum_{1 \leq j \neq k \leq n}\left(A_{j k}-p\right) z_{j}^{*} z_{k}^{*} u_{j} \bar{u}_{k}\right| \\
& \leq\|A-\mathbb{E} A\|_{\mathrm{op}} \\
& \leq C_{1} \sqrt{n p}
\end{aligned}
$$

with probability at least $1-n^{-10}$. By Lemma $6,\|A \circ W\|_{\text {op }} \leq$ $C_{2} \sqrt{n p}$ with probability at least $1-n^{-10}$. Thus,

$$
\left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}^{2} \leq C_{3} \frac{n\left(\sigma^{2}+1\right)}{p}
$$

with probability at least $1-2 n^{-10}$. For the MLE $\widehat{z}$, it satisfies $\widehat{z} \in \mathbb{C}_{1}^{n}$, and thus we can use Lemma 9 and obtain the bound

$$
\ell\left(\widehat{z}, z^{*}\right) \leq \frac{1}{n}\left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}^{2} \leq C_{3} \frac{\sigma^{2}+1}{p}
$$

with probability at least $1-2 n^{-10}$. For $z^{(0)}$, its definition implies that

$$
z_{j}^{(0)} \bar{z}_{k}^{(0)}=\frac{\widehat{z}_{j} \overline{\widehat{z}}_{k}}{\left|\widehat{z}_{j} \bar{z}_{k}\right|}
$$

and therefore, we have

$$
\left|z_{j}^{(0)} \bar{z}_{k}^{(0)}-z_{j}^{*} \bar{z}_{k}^{*}\right| \leq 2\left|\widehat{z}_{j} \overline{\widehat{z}}_{k}-z_{j}^{*} \bar{z}_{k}^{*}\right|
$$

by Lemma 11. Use this inequality, and we have

$$
\left\|z^{(0)} z^{(0) \mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}} \leq 2\left\|\widehat{z} \widehat{z}^{\mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}
$$

and thus $\left\|z^{(0)} z^{(0) \mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}^{2} \leq C_{4} \frac{n\left(\sigma^{2}+1\right)}{p}$ with probability at least $1-2 n^{-10}$. By Lemma 9, we have

$$
\ell\left(z^{(0)}, z^{*}\right) \leq \frac{1}{n}\left\|z^{(0)} z^{(0) \mathrm{H}}-z^{*} z^{* \mathrm{H}}\right\|_{\mathrm{F}}^{2} \leq C_{4} \frac{\sigma^{2}+1}{p}
$$

with probability at least $1-2 n^{-10}$. The proof is complete.
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[^0]:    ${ }^{2}$ When the denominator of (4) is zero, take $z_{j}^{(t)}=z_{j}^{(t-1)}$
    ${ }^{3}$ The eigenvector method estimates $z_{j}^{*}$ by $\widehat{u}_{j}$, where $\widehat{u} \in \mathbb{C}^{n}$ is the leading eigenvector of $Y$.

